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Summary:

With limited staff and funding resources, what documentation tool could be

implemented quickly, rapidly deployed to a wide audience, would require

little to no training, and yet be embraced enthusiastically?  At Rice

University, a wiki-like application was researched, tested and

successfully implemented across the campus in less than one year.

Details:

Several groups in Rice's Information Technology (IT) division were

creating and maintaining internal documentation for multiple projects, and

demand was growing for shared documentation within IT groups and between

IT groups (example: crisis management plans).  Several documentation

management tools had been utilized with varying degrees of satisfaction.

Externally, instructional "how-to" documents were scattered across several

web sites and customers requested a single knowledge management

application.  IT also had recurring demands from the campus community for

communications regarding outages and other service-interrupting or

slowdown issues, but there was a bottleneck in distribution because

announcements could only be distributed by a few IT people.

What the IT staff needed was an application that could link resolutions

for all three related challenges.  Ideally, an application could be used

to notify the campus of an issue, document for internal review the

diagnosis and steps IT staff members were taking to troubleshoot and

restore service interruptions, and document for public reading steps an

employee or student could take to apply patches or otherwise resolve the

issue on their desktop computers.

Systems, Architecture and Infrastructure (SAI) was one of the internal IT

groups that depended upon shared documentation.  Their tool of choice was

a wiki application by Confluence.  SAI's satisfaction with the application

began to spread by word of mouth to other groups in IT.  The team

identified a lot of bugs as well as strengths and weaknesses, but had only

used the tool in a medium-sized group of 18 members.  Could it scale up to

the needs of a 150-member department?

A committee of representatives from each IT department was organized to

explore use of this wiki as an enterprise-wide solution.  They identified

these specific challenges:

Could it be used for internally (within and between groups) shared

documentation? Although popular definition of a wiki meant anyone in the

public world could edit content on any page in the wiki, the committee

reflected concerns of their peers that such open-source thinking would

decrease content integrity for internal, security-sensitive infrastructure

documentation.  Experimenting with various permissions led to the creation

of member groups.  Every IT employee could read and edit pages in the IT

space; members in group A could read but not edit pages in group B's space

and vice versa.  Student workers could read and edit tutorial pages, but

not view security or infrastructure pages, and so on.

Could it function as the external read-only how-to documentation site,

editable by anyone in IT, yet retain absolute privacy for IT-only content

stored elsewhere in the site? Without logging in, anyone on the Internet

can search and view all IT tutorials and news announcements in the

designated public or non-secure space.  By tying the application to single

sign-on authentication, only pre-approved members can search, read, and/or

edit the private pages.  The permission granting process is manual.

How would it handle communication channels?  The communication requirement

was tabled temporarily until the shared documentation permissions and bugs

were resolved and the existing campus announcement systems were retained

for four months after the production application was released to the

campus.  During those four months, several people worked independently on

news announcements (Confluence's blog tool) and subsequent RSS feeds for

these postings.  In the fifth month of production, a final solution was

implemented: IT alerts could be posted by any IT staff member.  The alerts

would display in the news channel in the wiki, be picked up by a script to

display on the IT home page, and be distributed to a subscription-based

email list open to any Rice student or employee.

The internal IT documentation was a great success.  Adoption of the new

wiki was rapid and came from a grassroots level.  The external,

publicly-read IT tutorial section was also successful, with only a few

"where did that web page go?" responses from customers who were redirected

from old how-to web sites.  As tutorial documentation grew, so did the

number of content authors, particularly among student computing

consultants.  Any issue that one consultant discovered and resolved was

documented for other consultants to utilize and even revise.  As a

communications channel, the RSS feeds from the wiki to the IT home page

were far more consistent than previous blog feeds had been.  The

subscription-based email distribution of these same announcements began

its initial trial period in early October.

How to implement a knowledge management application in 10 months or less

1. Create a team with equal representation throughout the organization and meet twice a week for several weeks to establish basic requirements.

2. Identify known solutions that have been implemented elsewhere instead of building something from scratch.

3. Delegate research and testing assignments to every member of the team for maximum bug identification and usability input.

4. Set a brief trial period of three weeks and announced to staff.  Invite everyone to contribute, challenge them to "try and break it."

5. Collect input from administrators as well as staff members, then implement as many suggested revisions as possible.  Utilizing staff suggestions will create a higher probability of grassroots adoption.

6. Move into production mode; announce to campus.

7. Accept and act upon feedback from the campus; as the application continues to evolve, more people will visit, comment, and return.

Successes:

Between June and August, the wiki grew in popularity as an internal

knowledge management tool for items such as manager meeting minutes,

change management minutes, PowerPoint presentations, and PDF instruction

manuals.

The wiki proved easy to use and easy to change.  Entire sections of

content could be moved to another location in the wiki within minutes.

Training on using the tool was minimal, which led to greater content

contributions because documentation creation was easy and intuitive.

When we needed an alternate communication channel for outages, we used the

wiki's news announcements, which produced an RSS feed and was distributed

to a subscription-based email list.  In addition, the three most recent

postings were picked up by a script and fed to the IT home page

Challenges: 

Everyone on the team wanted a successful outcome and worked hard to

achieve it.  However, with wide representation from across the division

came a wide gap in what success would look like.  Easy-to-use for IT staff

had to compromise with formatting requirements that increased usability

for non-technical campus readers.  Manual permission setting resulted from

of a large number of unique groups, none of whom could or would combine

with other groups.  Even topics like "search" versus "navigation menus"

were passionately debated during the meetings.

Success factors: 

Regardless of the challenges, the IT wiki application was an overall

success because:

a.
We invited representatives from every IT group to participate and to

secure buy-in across the organization

b.
We created minutes for every meeting, published them for the entire IT

division to read, and maintained weekly communication among members and

sponsors to keep the project on track

c.
We published prototype concepts in a sandbox to test ideas

d.
We gave verbal status reports in weekly meetings of IT managers and

directors to keep the project alive and interest high

e.
We listened to both positive and negative feedback and implemented

suggestions from our peers and customers
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