Likely Questions on the IT BC Plans

When did the planning start?


(Date)
Who has been involved in creating the plan?


The (committee members)

What applications are included in the current version of the plan?

AP

mainframe

5 days-max tolerable downtime
Broadcast TV News Dissemination
Alumni
Email Forwarding
School Network Connections
School Web servers
Central Server
University Web servers
DNS and DHCP
Email
Financials

mainframe

5 days-max tolerable downtime
Microwave Links
Internet Connection
Internet2 Connection
LDAP and Kerberos
Campus Core Network
Payroll


mainframe

1 day-max tolerable downtime
Peoplesoft application(s)
Transcripts
mainframe

30 days-max tolerable downtime
Will other applications be included?

Yes, schools and units will be encouraged to provide information on critical applications that should be part of the University’s IT BC Plan.

What information has been documented for each application?

Criticality of the application

Maximum tolerable downtime

Resources required for a recovery – hardware, software, data, off-site backups

Individual who is responsible for each application

Personnel trained to perform a recovery

Functional areas impacted by the loss of an application

Key users who should be informed of the progress of a recovery

Vendors who may be involved in a recovery effort

Contact information for all involved in the recovery of each application

Where is the information stored and is it secure?
A web site containing all relevant information has been created, and the web site is stored on CDs kept at the IT Command Centers.  For security purposes, the information in not available on the university web site.

Where are the IT Command Centers and what resources are included?

The IT Command Centers are at X, Y, and Z.  The locations were chosen based on the existing availability of necessary IT resources, network connectivity, security, and geographic location.  Each Command Center includes application recovery documentation, contact information, networked systems, printers, phones, communications devices, supplies, and forms associated with a recovery effort.
How do we know if the plan will work?

Drills will be conducted to test the procedures.  A follow-up discussion will take place after each drill to evaluate the process and the actions taken during the recovery.  An initial drill was successfully completed on (date).

Who can declare an emergency?

Only top level University administrators can declare an emergency and activate the IT BC process.  Normal operational failures such as localized power failures, malfunction of a system, network traffic problems, etc. are not considered disasters.  They are to be handled as normal operating problems to be addressed by the responsible IT unit.

Who is in charge of the recovery process should an emergency occur?
A calendar has been created indicating a primary and a secondary leader for each month, involving managers from IT.  All potential leaders have been trained in the methodology of leading a recovery effort.

How will people be contacted in the event of an emergency?

An extensive list has been created containing the names, campus phone, home phones, cell phones, pagers, and email addresses for all technical and user contacts and key University administrators.  This information is updated regularly and is stored on the BC CDs.
What are the next steps in the IT BC planning process?

Additional drills will be held, processes will be reviewed and documentation updated, and additional applications will be included in the process.

