Blackout Disaster Recovery Post Mortem
August 29, 2008
SUMMARY
Damages were minimal

Certain mainframe disk arrays failed and are no longer under maintenance contract.



Could be a circuit breaker problem


Some switches

Recovery


All systems were up and running within the required timeframes.

Documentation and facilities in the Command Center helped

UPS, laptop with all DR information, flashlights, radio, DSL line, documentation, etc.

ISSUES IDENTIFIED

Duty Managers were not available.

John was involved with EMOT and Barack was on vacation for the day.

All duty managers have been notified that they need to have another duty manager replace her/him when she/he will not be available for whatever reason.  They must also notify me of the change and timing.

Duty managers should not be key people in EMOT or key recovery personnel.  They can’t be in 2 places at once.
Several duty managers were present in the Primary Command Center when the power failed, so full coverage was provided.

Who should notify the appropriate duty managers when a disaster occurs?


EMOT

An added duty for the duty managers is to update the home page.


Training and documentation are needed on how to do this.


A mechanism is needed for posting information for campus users.

Our secondary DNS site is in Michigan.  It was assumed that Michigan would never be impacted by whatever impacted the campus.  It did.


Consider another remote DNS site.

EMOT ordered the Computer Center equipment to be shut down.

IT should be involved in the decision making of whether to shut down the Computer Center equipment.


Lieberts should be on the generator and should continue to run.

The switch from normal air conditioning to the old systems needs to be done by Facilities.



Do we know that this works?


Venting is needed – Facilities issue


We need to know how long the generator can run (i.e., how much gas)?

IT needs to identify the order of systems to be shut down should there be a need to reduce the load.

Joe will identify which groups have equipment co-located in the room.

The Machine Room needs to always have an updated list of contacts for all equipment.
Need the list of the order to shut down equipment and what equipment must be kept running if at all possible.
Better documentation is needed on the switching to backup power including whom to call if the switching fails.

Shift supervisors should be responsible for the handling of backup power since there will always be a shift supervisor on duty in the machine room.



If the switching fails, call Facilities.
Duty Managers need to be the communicators, dispatchers, and documenters for all IT activities associated with a disaster.


We need to publish the phone numbers for all command centers.


Consider a bridge line so callers won’t continuously get busy signals.
Duty Managers and key IT recovery staff need special identification means so that they will be permitted access to locations during an emergency.  They should be considered emergency personnel.  (Schools’ emergency personnel have the same need.)
Emergency lighting not on generators lasts only a short period of time.  Batteries don’t hold a charge as they age.

Light sensors would prolong the available battery power by not turning the lights on if there is sufficient daylight where the emergency lighting is located.
Microwave link between Morningside and uptown need emergency power.

The plan exists, but needs implementation.

